PRODUCTIVITY POLARIZATION ACROSS REGIONS IN EUROPE
Roberto Basile
Quaderno n. 31 — Luglio 2007
Productivity Polarization

Across Regions in Europe

Roberto Basile

_Institute for Studies and Economic Analyses_

Email: r.basile@isae.it

Address: ISAE, Piazza dell'Indipendenza, 4, 00185 – Rome,

Tel. +39-06-44482874; Fax +39-06-44482249

Abstract. The regional distribution of labor productivity in Western Europe is characterised by a Core-Periphery spatial pattern: high (low) productivity regions are in a proximate relationship with other high (low) productivity regions. Over the last twenty years, intra-distribution dynamics has generated long-run multiple equilibria with the formation of two clubs of convergence. The observed dynamics can be only marginally explained by nonlinear effects in the accumulation of physical capital. In contrast, the joint effect of spatial dependence and nonlinearities in growth behavior plays a key role in determining multiple equilibria and reinforcing polarization of labor productivity.

Keywords: distribution dynamics, convergence, spatial dependence, Europe.

JEL classification numbers: R11, R12, C14, C21.

Acknowledgments

A previous version of this paper was presented at the AIEL Conference in Naples (University Parthenope), the EU-REAL workshop in Milan (Bocconi University) and at seminars in Perugia and Rome (Luiss University). I wish to thank all the participants at those meetings for helpful comments. The usual disclaimers apply.
1. Introduction

In this work we use a continuous state-space approach to analyze the intra-distribution dynamics (thereafter, \textit{IDD}) (Quah, 1997; Magrini, 2004; Pittau and Zelli, 2006) of regional labour productivity in Western Europe (EU15) over the period 1980-2003. In particular, we apply a robust nonparametric conditional density estimator (Hyndman and Yao, 2002) to describe the law of motion of regional labor productivity and compute the ergodic distribution to identify long-run properties of the observed distribution dynamics (Johnson, 2004). Moreover, using a two-step approach (Lamo, 2000; Bandyopadhyay, 2003; Leonida, 2003), we try to estimate the effect of some economic determinants on the long-run distribution.

The advantages of the \textit{IDD} approach with respect to the growth regression analysis are well known (Quah, 2003, 2006a, b). In particular, it allows to examine directly how the whole productivity distribution changes over time and, thus, it is much more informative than the convergence approach developed within the regression paradigm which gives only information on the dynamics of the average economy. However, some important drawbacks also characterize the literature on \textit{IDD}. First, while the regression approach to economic convergence has been improved in many respects over the last decade\(^1\), most of the studies based on the \textit{IDD} approach scantly take into account the recent developments of the literature on conditional density (Hyndman \textit{et al.}, 1996; Fan

\(^1\) Authors have proposed various estimators and econometric procedures to reduce bias and inefficiency of the regression estimates (for example, IV and GMM estimators), to take account of spatial spill-over effects (spatial econometric techniques), to identify nonlinearities in growth behaviour (nonparametric and semiparametric regression techniques) and to reduce model uncertainty (Bayesian approaches) (for a review of the literature, see Durlauf \textit{et al.} 2005).
et al., 1996; Hall et al., 1999), which have highlighted the bias problems associated with the widely used standard kernel method and have proposed new estimators with better statistical properties. In the present paper, we try to overcome this limit by using log-likelihood conditional density estimators with variable bandwidths (Hyndman and Yao, 2002)\(^2\).

Second, while testing conditional convergence hypotheses is a very common practice within the growth regression analysis, little effort is usually devoted within the IDD approach to investigate the determinants of the long-run (ergodic) distribution. Quah (1997) proposed a “conditioning” scheme which allows to analyze the role of a single variable per time. More recently, some attempts to detect the joint effect of many variables appeared in the literature (Lamo, 2000; Bandyopadhyay, 2003; Leonida, 2003). In particular, a two-step approach is applied, where the first step consists of estimating a growth regression model, while in the second step the residuals from that regression are used to simulate end-period labor productivity levels and, thus, to estimate conditional density functions having filtered out the effect of some growth determinants. However, all these studies use linear regression models to estimate the first step, disregarding the presence of nonlinearities in growth behavior widely highlighted in the growth regression literature (Liu and Stengos, 1999; Banerjee and Duflo, 2003; Masanjala and Papageorgiou, 2004, Basile, 2007b). In the present paper

\(^2\) Only recently, Johnson (2004) and Fiaschi and Lavezzi (2007) have applied kernel density estimators with adaptive bandwidths to solve in some way the bias problem of the standard kernel density estimator with fixed bandwidth. Basile (2007a) compares different conditional density estimators to analyze the cross-sectional distribution dynamics of regional per-capita incomes in Europe and shows that, while the kernel estimator with fixed bandwidth gives evidence of convergence, a modified estimator with variable bandwidth and mean-bias correction provides evidence of strong persistence and lack of cohesion.
we overcome this limitation by applying modern nonparametric regression techniques (Wood, 2006) in order to remove the effect of growth determinants from conditional density estimations.

We propose the two above mentioned methodological improvements (robust conditional density estimators and semiparametric regressions) in order to answer many interesting questions: Are there convergence tendencies within the group of regional economies included in the sample? If not, does one observe any specific distribution pattern? Do high-productivity regions belong to a club of high-productivity economies, while low-productivity regions languish behind (club convergence hypothesis)? What are the factors that help explain the observed dynamics of the entire distribution? In particular, does capital accumulation explain the difference between growth paths of high- and low-productivity regions? Alternatively, what is the role of sectoral specialization and economic agglomeration? Finally, does spatial dependence matter?

The results of the analysis can be summarized as follows. First, the regional distribution of productivity in Europe is characterised by a clear Core-Periphery spatial pattern which contributes to determine a strong and increasing bimodality in the snapshot univariate density: high (low) productivity regions are in a proximate relationship with other high (low) productivity regions. Second, over the last twenty years, IDD has generated long-run multiple equilibria with the formation of two clubs of convergence: regions with low levels of labor productivity at the initial period have hardly managed to get close to the European average productivity in 23 years. The observed dynamics can be only marginally explained by nonlinear effects in the accumulation of physical capital. In contrast, the joint effect of spatial dependence and
nonlinearities in growth behavior plays a key role in determining multiple equilibria and reinforcing polarization of labor productivity.

The layout of the paper is the following. In Section 2, we present a univariate analysis of regional labour productivity in Europe. In section 3, we report the results of the IDD analysis. In Section 4, we apply the ‘multivariate’ conditioning scheme and discuss the shape of the ergodic distributions computed after having removed the effects of some growth determinants. Conclusions are reported in Section 5.

2. An Exploratory Spatial Data Analysis

Most of the studies on regional convergence consider the per-capita GDP in order to measure regional unbalances. Some authors (Paci, 1997; Lopez-Bazo et al., 2004) have criticized this choice, observing that GDP is measured at the workplace while population at the residence and, thus, the level of per-capita GDP may lead to great distortions in some regions due to the presence of commuting patterns. Based on the same considerations, here we analyse regional convergence of labour productivity, defined as the ratio between GVA (Total Gross Value Added) at constant prices 1995 and total employment for a sample of 190 NUTS-2 European regions over the period 1980-2003. Labour productivity levels are normalized with respect to the EU15 average in order to remove co-movements due to the European wide business cycle and trends in the average values. Data are drawn from Cambridge Econometrics (2006 release).

Over the period 1980-2003 the standard deviation of the relative regional labour productivity decreased by 18% (from 0.323 to 0.264), indicating a slight $\sigma$-

---

3 Clear examples of this are Brussels in Belgium, Hamburg or Bremen in Germany, Inner London in the United Kingdom.
convergence. However, standard deviations might mask some important features of the distribution. In fact, the snapshot densities reported in Figure 1 clearly display a bimodal distribution of labour productivity both in 1980 and in 2003, indicating the existence of two clusters of regions, respectively characterised by low and high levels of labour productivity.\(^4\) The reduction of the standard deviation is the consequence of the decrease in the mass at the extreme tails of the distribution, while the two peaks become more pronounced in the last year.

Figure 1

Even if it is beyond the scope of this paper to identify the exact composition of the two clusters, it remains important to search for spatial patterns in the distribution of labour productivity. For this purpose, we use some measures of global and local spatial dependence as well as different mapping tools. First, Figure 2 shows a choropleth map of the percentile distribution of regional labour productivity.\(^5\) This map allows highlighting the existence and persistence of a Core-Periphery pattern in the regional distribution of labour productivity in Europe. A notable exception is Ireland (especially

\(^4\) Univariate densities have been estimated using the local likelihood density estimator (Loader, 1996). A variable bandwidth, selected by generalised cross validation (GCV), has been used together with a tricube kernel function. In order to allow time comparison, we have used the same span \((\alpha = 0.4)\) for both years and evaluated the two univariate densities at the same set of data points. The evidence reported in Figure 1 is in line with that obtained by Fiaschi and Lavezzi (2007) using an adaptive kernel density estimator. Following Fiaschi and Lavezzi (2007), we have also applied a bimodality test based on the bootstrap procedure suggested by Efron and Tibshirani (1993). The \(p\)-values of this test are equal to 0.004 for the 1980 and to 0.000 for the last year, indicating the rejection of the unimodality hypothesis.

\(^5\) In order to overcome (or, at least, to limit) the shortcomings of the crude classification of data points in few (usually 4 or 5) classes, we have imposed 100 breaks points - that is one for each percentile point - thus approximating an un-classed choropleth map (Fotheringham et al., 2000).
the Southern and Eastern region), which registered a strong leap forward of its relative productivity level. Sweden and Finnish regions also appear as high-productivity regions.

Figure 2

Whether high (low) productivity regions are in a proximate relationship with other high (low) productivity territories can be more rigorously assessed by using spatial statistics. We have used distances-based binary matrices to calculate the global $G$ statistic of spatial autocorrelation (Getis and Ord, 1992) defined as

$$G(d) = \sum_{i} \sum_{j} w_{ij}(d) x_i x_j / \sum_{i} \sum_{j} x_i x_j$$  \hspace{1cm} (1)

where $x_i$ ($x_j$) is the value of labor productivity at regions $i$ ($j$) and $w_{ij}$ are the elements of the binary spatial weights matrix (that is, ones for all neighbours $j$ within lag distance $d$ of $i$ and zeros for all locations greater than $d$ from $i$). A high positive value of the standardized $G$ statistic, $Z(G) = \frac{G - E(G)}{V(G)^{1/2}}$, indicates that the spatial pattern is dominated by clusters of high values, while a strong negative $Z(G)$ indicates that the spatial pattern is dominated by clusters of low values.

Standardized $G$ variates were computed for lag distances from 424 km (the minimum distance allowing all regions to have at least one link) up to and including 2024 km at 50 km intervals. Figure 3 shows a non-monotonic relation between distance cut-off and global spatial autocorrelation: $Z(G)$ is always positive but it reaches a maximum when the cut-off distance equals 924 km; above that limit, $Z(G)$ values decrease.

Figure 3
Global $G$ statistic is, however, based on the assumption of stationarity or structural stability over space, which is obviously unrealistic in our context. Spatial association must be detected using local spatial autocorrelation indices which allow for local instabilities in overall spatial association. Local $G_i^*$ indices are defined as follows (Ord and Getis, 1995):

$$G_i^*(d) = \frac{\sum_j w_{ij}(d) x_j}{\sum_j x_j}$$

(2)

with $w_{ij} \neq 0$. In our context, $G_i^*$ is a measure of local clustering of labor productivity around region $i$. If high (low) values of $x$ tend to be clustered around $i$, the standardized $G_i^*$ will be positive (negative). No longer committed to the global pattern, local $G_i^*$ statistics are free to characterize the spatial autocorrelation of attribute values located within a distance of each target value. Figure 4 shows standardized $G_i^*$ variates for lag distances of 424 and 924 km for 1980 and 2003. A typical Core-Periphery structure clearly emerges for both years: a cluster of high-productivity regions is located in the Centre of Europe (black color), while groups of peripheral regions are characterized by negative standardized $G_i^*$ scores (grey color). Regions with a white color are those with a non-significant value of $G_i^*$.

6 For a cut-off distance of 924 km, the cluster of high-productivity regions is much larger, indicating that the territory becomes more homogenous. Being the $G_j^*$ a spatial smoother (or spatial moving average), isolated high-productivity regions, such as Ireland, do not appear in the ‘black’ cluster.

Figure 4

6 Under the null hypothesis, standardized $G_i^*$ statistics is asymptotically normally distributed (Ord and Getis, 1995). P-values have been adjusted using the Bonferroni’s method.
3. Intra-distribution mobility

The univariate analysis carried out so far allowed us to identify some interesting features of regional labour productivity data. Nevertheless, that analysis did not give us any information on the changes of the relative position of various regions in the cross-section distribution of labor productivity over time. However, this issue is relevant for assessing the evolution of regional disparities. In order to address this drawback, it is necessary to examine the intra-distribution mobility during the study period following the transition dynamics approach developed by Quah (1993, 1996a, 1996b, 1996c, 1997, 2006).7

Given the distribution of regional productivity at time \( t \) and its associated probability measure, \( \phi_t \), this approach consists of describing the law of motion of the stochastic process \( \{\phi_t, t \geq 0\} \). If this process is assumed to be first-order Markov, than the law of motion for \( \{\phi_t, t \geq 0\} \) can be modeled as an autoregression:

\[
\phi_{t+\tau}(y) = \int_0^{\infty} f_{\tau}(y|x)\phi_t(x)dx \tag{3}
\]

where \( f_{\tau}(y|x) \) is the expected density of \( y \) (the productivity levels at time \( t+\tau \)) conditional upon \( x \) (the productivity levels at time \( t \)). In other words, the conditional density \( f_{\tau}(y|x) \) describes the probability that a given region moves to a certain state of relative productivity given that it has a certain relative productivity level in the initial

---

7 “Distribution dynamics considers not just the time-path of income distributions – each distribution treated as a point-in-time snapshot – but also a law of motion or a mechanism for how the distribution at one time point evolves into that at a later time” (Quah, 2006, p. 14)
period. For analyzing *IDD*, a researcher must estimate \( f_r(y|x) \) and visualize the output, that is the shape of the productivity distribution at time \( t+\tau \) over the range of productivity levels observed at time \( t \).

If the transition density function is time-invariant, then we can compute the ergodic distribution (Johnson, 2004):

\[
\phi_x(y) = \int_0^\infty f_r(y|x) \phi_x(x) dx
\]

(4)

This function describes the long-term behavior of the productivity distribution: it is the density of what the cross-region productivity distribution tends towards, should the system continue along its historical path (Quah, 2006).

Operationally, the *transition dynamics approach* consists of estimating and visualizing the conditional density of \( y \) given \( x \). The most popular approach within the *IDD* literature is the kernel density estimator with fixed bandwidths. However, this estimator has some undesirable bias properties (Hyndman *et al.*, 1996) which, in the context of the *IDD* analysis, might bring to get, for example, evidence of convergence while there is persistence (Basile, 2007a). Fortunately, more robust estimators have recently been developed in the literature. In particular, Hyndman and Yao (2002) have proposed a local linear conditional density estimator which is a conditional version of Loader’s (1996) density estimator used in section 2 (see Appendix 1). In the present paper, we use this approach to estimate the conditional density of regional labour productivity at 2003 (the last year) given the distribution at 1980.

The results are plotted in Figure 5. These graphical methods for visualizing conditional density estimates, developed by Hyndman *et al.* (1996) and Hyndman (1996), are not common in the literature of *IDD* and, thus, a preliminary discussion on
their features is necessary.\(^8\) The first plot, called the “\textit{stacked conditional density plot}” (figures 5A), displays a number of conditional densities plotted side by side in a perspective plot.\(^9\) It facilitates viewing the changes in the shape of the distributions of the variable observed for the 2003 over the range of the same variable observed for the 1980. In other words, like a row of a transition matrix, each univariate density plot describes transitions over the analyzed period from a given productivity value in 1980. Hyndman \textit{et al.} (1996) note that this plot is “much more informative than the traditional displays of three dimensional functions since it highlights the conditioning” (p.13).

Figure 5A and 5B

The second type of plot proposed by Hyndman \textit{et al.} (1996) is the “\textit{highest conditional density region}” (HDR) plot (figures 5B). Each vertical band represents the projection on the \(xy\) plan of the conditional density of \(y\) on \(x\). In each band the 25\% (the darker-shaded region), 50\%, 75\% and 90\% (the lighter-shaded region) HDRs are reported. A high density region is the smallest region of the sample space containing a given probability. These regions allow a visual summary of the characteristics of a probability distribution function. In the case of unimodal distributions, the HDRs are exactly the usual probabilities around the mean value; however, in the case of multimodal distributions, the HDR displays different disjointed subregions.

\(^8\) All of the studies on \textit{IDD} which make use of nonparametric stochastic kernel density estimators provide three-dimensional perspective plots and/or the corresponding contour plots of the conditional density to describe the law of motion of cross-sectional distributions. In such a way, they treat the conditional density as a bivariate density function, while the latter must be interpreted as a sequence of univariate densities of relative productivity levels conditional on certain initial levels.

\(^9\) Since the conditional density plot has been evaluated on an equispaced grid of 100 values over the range of \(x\) and \(y\) directions, figure 5A displays 100 stacked univariate densities.
The $HDR$ plot is particularly suitable to analyze $IDD$. If the 45-degree diagonal crosses the 25-50% $HDR$s, it means that most of the elements in the distribution remain where they started (there is ‘persistence’). If the horizontal line traced at the one-value of the vertical axis crosses all the 25-50% $HDR$s, we can say that there is ‘global convergence’ towards equality. If the vertical line traced at the one-value of the horizontal axis crosses all the 25-50% $HDR$s, we can say that there is ‘global divergence’. Finally, the presence of nonlinearities in the modal regression functions (shown in the plot as bullets) can be interpreted as an evidence in favor of the ‘convergence club’ hypothesis, according to which regions catch up with one another but only within particular sub-groups.

Figure 5 shows the existence of two convergence clubs: regions sufficiently close to each other converge towards each other. The first club is composed of 50 regions with a relative productivity level at 1980 ranging between 0.26 and 0.70 times the EU15 average; the second club is composed of 54 regions with a relative productivity level at 1980 ranging between 1.15 and 1.77 times the EU15 average. At the upper tails of the distribution, we can observe some bimodality in the conditional density function suggesting the existence of some dualistic behaviour: a few regions with very high productivity levels do not converge to any level; rather they tend to persist in their relative positions. Finally, an intermediate area, composed of 80 regions with a relative productivity level at 1980 ranging between 0.70 and 1.15 times the EU15 average, can be classified as an area of persistence. Finally, six regions can be classified as outliers. In particular, Ireland - which started from a relative value of 0.70 and ended up with a relative value of 1.25 - seems to belong neither to Club 1 nor to the Area of persistence. Figure 6 clearly shows that the two clubs have also a core-periphery spatial pattern.
Figure 6

The shape of the ergodic distribution (Figure 1) suggests that, in the long run the European system might tend towards some reduction of regional unbalances even if the twin-peaks property remains: the first peak of the stationary distribution occurs at a slightly higher relative productivity level than that of the initial distribution; the second peak is much higher than that of both the initial and the final distributions and a decrease in the mass at the extreme tails of distribution occurs.\textsuperscript{10}

A relevant question is how fast the actual distribution approaches the steady state one. This can be assessed from the system’s \textit{half life} obtained as \(-\log_2/\log(\text{eigen}_2)\), where \(\text{eigen}_2\) is the second eigenvalue of the one-step probability matrix. In our case, the half life is 60 years indicating a rather low pace.

4. The growth determinants

4.1 The conditioning scheme

The analysis carried out so far can be interpreted as a test of the hypothesis of “\textit{absolute convergence}”, since it does not control for the heterogeneity in the structural characteristics of the regions (in terms of technologies, saving rates, sectoral specialization, spatial dependence and so on; see Galor, 1996). Having rejected such hypothesis and having assessed that European regions tend towards different long-run equilibria (the “\textit{club convergence}” hypothesis cannot be rejected), it remains to test the

\textsuperscript{10} The ergodic distributions have been computed starting from the transition matrices extracted from each conditional density estimation. In order to compare univariate density functions (at 1980 and 2003) and the ergodic distribution, conditional densities have been evaluated at the same data points at which the initial density function was firstly evaluated.
“conditional convergence” and the “club conditional convergence” hypotheses, that is we have to understand why low-productivity regions do not tend to converge (in the long run) with high-productivity regions. In other words, our task is now to identify those factors that determine the formation of club convergence. Removing the effect of these factors, the evidence of bimodality in the ergodic distribution should disappear.

Some recent studies on IDD have already proposed interesting methodologies to remove the effect of some determinants of economic growth from the realized mobility dynamics across a sample of economies (Lamo, 2000; Leonida, 2003; Cheshire and Magrini, 2006). All these studies have used a two-step procedure consisting of, first, estimating a linear parametric growth regression and, then, using the residuals from this regression to simulate end-period log-relative labor productivities which, through the estimation of the conditional density function, enable to analyze the effect of different variables in shaping the dynamics of cross-regional distribution of labor productivity.

Let us describe this procedure more formally. First, define with \( \ln y \) and \( \ln x \) the natural logarithmic transformation of labour productivity levels at the final and the initial years, respectively. Thus, the growth rate of labour productivity can be expressed as \( \gamma = (\ln y - \ln x) / \tau \). Now, note that the conditional density function, \( f(y|x) \), can be written as \( f\left(\exp(\ln x + \tau \gamma) | x \right) \). We can use this formulation to study the effect of any explanatory variable on the IDD of labour productivity, by defining

\[
f\left(\exp(\ln x + \tau (\gamma - \hat{\gamma})) | x \right)
\]

where \( \hat{\gamma} \) is the growth rate predicted from a regression model.

This approach is much more appealing than the original conditioning scheme proposed by Quah (1997), since it allows to conditioning out the effect of many
variables jointly. A shortcoming of this method is, however, evident: it imposes linearity in the functional form of the growth regression equation within a (flexible) nonparametric framework aimed (among other things) at identifying nonlinearities and convergence clubs. In the present paper, we propose to use, for the first step, a nonparametric additive model which allows identifying nonlinearities in growth behavior.

4.2 The specification of the growth regression models

The choice of variables in the growth regression model varies greatly in the empirical literature, therefore giving rise to the ‘model uncertainty’ problem. A recent and very promising line of research for identifying effective regressors is based on Bayesian Model Averaging (Fernández et al., 2002). This issue goes beyond the scope of the present paper. However, we have tried to reduce potential misspecification error from choice of explanatory variables, by incorporating variables whose explanatory power was established to be robust in other works on European regions convergence. In particular, we added to the standard Solow-type conditioning factors (physical capital accumulation, employment growth and initial conditions), measures of sectoral specialization (Paci and Pigliaru, 1999), employment agglomeration (Ciccone and Hall, 1996; Fiaschi and Lavezzi, 2007) and spatial dependence (Lopez-Bazo et al. 2004; Basile, 2007b).11 Therefore, we consider five different nested and non-nested models:

11 Spatial dependence and sectoral specialization may be also important sources of multiple steady-state equilibria and club convergence. For instance, in a two-sector overlapping-generation model in which a distinction is made between consumption goods and investment goods (Galor, 1996), multiplicity of steady-state equilibria occurs under a less restrictive set of assumptions than those required in the one-sector model. Ertur and Koch (2006) propose an augmented Solow-type model with spatial externalities (spatial knowledge spillovers) between economies and provide an equation for the steady state level as
The former (Eq. 1) is the standard “linear Solow model”. The first term on the right hand side, $\ln x$ (the per worker GDP in 1980), captures the effect of interregional differences in initial aggregate productivity on interregional differences in growth rates.

The second term, $\ln k_i + \ln g + \ln \delta$, is the effective net physical capital accumulation rate. It captures the combined effect of the investment ratio ($i_k$, investment to GDP over the period 1980-2003), the average grow rate of employment from 1980 to 2003 ($n$), the depreciation rate ($\delta$) and the growth rate of technology ($g$). Following many other growth regression studies, we assume that $(g + \delta) = 0.05$.\textsuperscript{12}

\begin{equation}
\gamma = \alpha_1 + \beta \ln x + \phi \ln \left[ \frac{i_k}{n + g + \delta} \right] + \varepsilon_1
\end{equation}  \hspace{1cm} (6)

\begin{equation}
\gamma = \alpha_2 + s_1 (\ln x) + s_2 \left( \ln \left[ \frac{i_k}{n + g + \delta} \right] \right) + \varepsilon_2
\end{equation}  \hspace{1cm} (7)

\begin{equation}
\gamma = \alpha_3 + s_4 (\ln x, W \ln x) + s_5 \left( \ln \left[ \frac{i_k}{n + g + \delta} \right], W \ln \left[ \frac{i_k}{n + g + \delta} \right] \right) + s_6 (W^2 + \gamma) + \varepsilon_3
\end{equation}  \hspace{1cm} (8)

\begin{equation}
\gamma = \alpha_4 + s_6 (\ln x) + s_7 \left( \ln \left[ \frac{i_k}{n + g + \delta} \right] \right) + s_8 (\ln agri) + s_9 (\ln dens) + \varepsilon_4
\end{equation}  \hspace{1cm} (9)

\begin{equation}
\gamma = \alpha_5 + s_{10} (\ln x, W \ln x) + s_{11} \left( \ln \left[ \frac{i_k}{n + g + \delta} \right], W \ln \left[ \frac{i_k}{n + g + \delta} \right] \right) + s_{12} (\ln agri, W \ln agri) + s_{13} (\ln dens, W \ln dens) + s_{14} (W^2 + \gamma) + \varepsilon_5
\end{equation}  \hspace{1cm} (10)

\textsuperscript{12} Eq. 1, as well as all the other model specifications, imposes a restriction in the coefficients of $\ln \left[ \frac{i_k}{n + g + \delta} \right]$ and $\ln \left[ \frac{i_k}{n + g + \delta} \right]$. This restriction has been formally tested in the case of Eq. 1 through a standard F-
The second specification (Eq. 2) is a “nonlinear Solow model”, where both \( \ln x \) and \( \ln \left( \frac{i_s}{n + g + \delta} \right) \) enter as smooth additive terms. Assuming parameter homogeneity in growth regression is equivalent to assuming that the effect of a change in a particular variable (such as the saving rate) on economic growth is the same across regions. This concern has been addressed by estimating more general models that allow for multiple regimes, parameter heterogeneity and nonlinearities (Durlauf and Johnson, 1995; Liu and Stengos, 1999; Durlauf et al., 2001; Kurtellos, 2001; Masanjala and Papageorgiou, 2004; Basile, 2007b). In a nutshell, nonlinearities in growth regressions have at least three possible interpretations: a) existence of multiple steady-states, b) omitted growth determinants and c) nonlinearity in the production function. In particular, Azariadis and Drazen (1990) consider the consequences of a discontinuity in the aggregate production function for aggregate economies. This discontinuity means that the steady-state behaviour of a given economy depends on whether its initial capital stock is above or below a certain threshold.

The third specification (Eq. 3) is the “spatial nonlinear Solow model”. It is theoretically based on recent contributions to the growth literature (Lopez-Bazo et al., 2004; Ertur and Koch, 2006), which have proposed modified versions of the neoclassical growth model that include spatial externalities between economies in order to take account of the neighbourhood effects (that is ‘spatial diffusion with frictions’) on growth and convergence processes. In particular, Ertur and Koch (2006) propose a test. The null hypothesis of statistically equal coefficients cannot be rejected. The F statistic is equal to 0.491 with a p-value of 0.484. An approximate F-test has also been carried out to test the same hypothesis for each of the nonparametric additive models (Eq.2-5). The results always confirm that the parameter restriction cannot be rejected.
growth regression specification with parameter heterogeneity. Following this literature, Basile (2007b) has already employed a semiparametric unrestricted Spatial Durbin model to analyse the growth behaviour of 155 European regions in the period 1988-2000. All these studies suggest that the growth rate of a region can be a (nonlinear) function of its initial conditions \((\ln x)\) and of the initial conditions of its neighbours \((W \ln x)\).\(^{13}\) It is also a (nonlinear) function of reproducible factors accumulation rates observed within the region \(\left(\ln \left[\frac{i_k}{n + g + \delta}\right]\right)\) and in its neighbours \(\left(W \ln \left[\frac{i_k}{n + g + \delta}\right]\right)\). As in Basile (2007b), the effect of these variables are captured by introducing nonparametric interaction terms in the model. Eq. 3 includes also the spatial lag of the dependent variable, \((W' \gamma)\), that is the weighted average of the growth rates of neighbouring regions. As well known, this term is correlated with the disturbance term, \(\varepsilon_3\), and both maximum likelihood (Anselin, 1988) and instrumental variable (IV) (Kelejian and Prucha, 1998) estimators have been suggested in the literature as consistent procedures for estimating this model. As shown below, here we apply a two-stage approach in order to control for the endogeneity of this term, using higher-order

\(^{13}\) \(W'\) is a standardized spatial weights matrix. The elements \(w_{ij}\) on the main diagonal set to zero, while the elements \(w_{ij}\) indicate the way region \(i\) is spatially connected to the region \(j\). In particular, \(w_{ij} = d_{ij}^{-2}\) if \(d_{ij} < \bar{d}\) and \(w_{ij} = 0\) if \(d_{ij} > \bar{d}\), where \(d_{ij}\) is the great circle distance between the centroids of region \(i\) and region \(j\) and \(\bar{d}\) is the cut-off (924 kms) corresponding to the highest value of spatial autocorrelation (see Figure 3). The spatial weights matrix is row-standardized such that the elements in each row sum up to one.
spatial lags as exogenous instruments. The presence of this endogenous term has also important implications for the interpretation of the interaction effects $s_3(\ln x, W \ln x)$ and $s_4\left(\ln \left[\frac{i_k}{n + g + \delta}\right], W \ln \left[\frac{i_k}{n + g + \delta}\right]\right)$. In presence of a significant and positive effect of $(W \gamma)$, indeed, a spatial multiplier enters the reduced form of the model and spillovers become global, reflecting not only effects from direct neighbors, but also from the neighbors’ neighbors.

Eq. 4 includes some other terms in the nonlinear Solow model, namely the average share of agriculture value-added on total value-added over the period 1980-2003, $s_6(\ln agri)$, and the average share of total employment on the area surface of the region (in squared km) over the period 1980-2003, $s_9(\ln dens)$. Finally, Eq. 5 includes all variables in the model, so that all other specifications are nested on it.

Additive models specified in Eq. 2-5 are estimated using bivariate thin-plate regression splines and applying the method described in Wood (2006) that allows integrated smoothing parameter selection via $GCV$ (see Appendix 2). This method (implemented in the R package mgcv) helps overcome the difficulties of model selection.

---

14 The endogeneity problem in our cross-section analysis may be present also because other variables used as regressors (such as physical capital accumulation, employment density and agriculture specialization) may be influenced by the same factors that affect output. We might use an IV approach to control also for these endogeneity sources. However, in these cases, treatment of endogeneity problems is more difficult because of the absence of internal instruments and, as observed by Brock and Durlauf (2000), studies using IV to address endogeneity are not convincing as their choice of instruments does not meet the necessary exogeneity requirements.

15 See Anselin (2004) for the correct interpretation of spatial models and Basile (2007b) for the interpretation of semiparametric unrestricted Spatial Durbin models.
typical of the AM framework based on back-fitting developed by Hastie and Tibshirani (1990).16

4.3 Regression results

Tables 1 and 2 report the results and a series of diagnostic tests for the different models. The proportion of deviance explained ranges from 47.7% (linear Solow model – not reported) to 83.3% (model 5), while the GCV score reaches the lowest level with model 5, clearly suggesting that the most general specification encompasses all the others. Moreover, the hypotheses of normality, constant variance and no spatial dependence in the residuals cannot be rejected only in the case of model 5. All this suggests that spatial dependence and nonlinearities must be explicitly taken into account in order to avoid misspecification problems and that sectoral specialization and employment density partially contribute to explain heterogeneity in regional growth behavior in Europe.

Tables 1 and 2

The linear coefficients of model 1 (the standard linear Solow growth model) have the expected signs and are significantly different from zero. The coefficient $\beta$ associated to $\ln x$ is $-1.092$, while the coefficient $\phi$ associated to $\ln \left[\frac{i_k}{n + g + \delta}\right]$ is 0.101. The $F$-tests for the overall significance of the smoothed terms in AMs 2-5 have p-values lower than 0.05, while the number of effective degrees of freedom (e.d.f.) suggests that the

---

16 Apart from the semiparametric approach used here as well as in some other growth analyses (such as Liu and Stengos, 1999), at least other three methods have been used in the growth regression literature to search for parameter heterogeneity: the regression trees approach (Durlauf and Johnson, 1995), the threshold estimator (Masanjala and Papageorgiu, 2004) and the varying coefficient model (Kourtellos, 2001).
relationship between growth rates and Solow-growth determinants is far from being linear, except for the terms \( \dot{y}_i (\ln \chi) \) estimated with only 1 e.d.f.

To save space, we only discuss graphical results for the full model 5 (Figure 7). The vertical axis reports the scale of productivity growth rates; the axes on the plane report the scale of each independent variable and of its correspondent spatial lag. All spatial lags are computed using a row-standardized spatial weights matrix, whose elements \( w_{ij} \) on the main diagonal are set to zero whereas elements \( w_{ij} = d_{ij}^{-2} \) if \( d_{ij} < \bar{d} \) and \( w_{ij} = 0 \) if \( d_{ij} > \bar{d} \), with \( d_{ij} \) the great circle distance between the centroids of region \( i \) and region \( j \) and \( \bar{d} \) the cut-off (924 kms) corresponding to the highest value of spatial autocorrelation (see Figure 3).

Figure 7

Figure 7A shows the estimated effect of the interaction between \( \ln \chi \) and its spatial lag on the growth rate of labour productivity. It clearly suggests that regions surrounded by higher productivity regions have higher expected growth rates than regions with a lower-productivity neighbourhood. Thus, while very low-productivity regions have generally higher expected growth rates, as it is predicted by the Solow growth model, those with high-productivity neighbours have the highest rates of growth. Moreover, even very high-productivity regions (which are closer to their steady state and, thus, have lower margins for catching up) have chance to grow faster when surrounded by high-productivity regions. Finally, as expected, the effect of the interaction between \( \ln \chi \) and \( w' \ln \chi \) is also characterized by some nonlinearities. In particular, the marginal effect of \( \ln \chi \) allows to identify two negatively-sloped segments, indicating two groups of regions converging towards different steady states, and a zero-sloped segment in the
middle, indicating the presence of a non-converging group of middle productivity regions.

Figure 7B shows the marginal effect of the interaction between $\ln \left[ \frac{i_k}{n + g + \delta} \right]$ and $W \ln \left[ \frac{i_k}{n + g + \delta} \right]$. First, some nonlinearities in the effect of the rate of capital accumulation are clearly detected: an increase in the rate of capital accumulation is associated with an increase in growth rate only when $\ln \left[ \frac{i_k}{n + g + \delta} \right]$ is above a certain threshold, as suggested by Azariadis and Drazen (1990). Moreover, the growth rate of a region is also a positive function of the capital accumulation rate in the neighbours, as suggested by Ertur and Koch (2006).

Figures 7C and 7D show the marginal effects of the average share of agriculture value-added on total value-added and of the employment density, respectively. As expected, both terms have a significant effect on growth. In particular, agriculture specialization has a linear negative effect, while the interaction between economic agglomeration and its spatial lag is positive and characterized by strong nonlinearities.

Model 5 includes another term, $s_{i,n}(W \gamma)$, which measures the smooth spatial externalities effect. As we already said, this term cannot be considered as exogenous. Thus, miming the spatial two-stage least-squares procedure (Kelejian and Prucha, 1998), we have adopted an instrumental variable approach, using spline transformations of spatially lagged exogenous variables as instruments for the spatially lagged
dependent variable. The F test suggests that this term has a significant nonlinear effect on the growth rate and, as expected, the spatial externality curve turns to be positively sloped (Figure 6E). As mentioned above, a positive effect of $W'\gamma$ implies that a change in an exogenous variable - such as, for example, $\left(\ln\left(\frac{i_k}{n+g+\delta}\right), W'\ln\left(\frac{i_k}{n+g+\delta}\right)\right)$ - as well a random shock in a specific region affect not only the growth performance of that region (local spill-over), but also the growth performance of all other regions in the EU system through a spatial multiplier mechanism (global spill-over). However, it is worth mentioning that, for the estimation of this term, we have imposed some restrictions on the parameters in order to allow local elasticities to be lower than one along the overall range of $W'\gamma$ (in fact, the slope of the curve is lower than that of the 45-degree diagonal), in line with the literature on spatial autoregressive models (Anselin, 1988). These restrictions are necessary to avoid explosive spatial multiplier effects.

4.4 Conditioned ergodic distributions

The econometric results discussed above provide some evidence in favour to the hypothesis of nonlinearities in the effect of initial conditions and capital accumulation, thus suggesting that the linear Solow growth model suffers from misspecification problems. They have also highlighted the importance of sector specialization and of

\[ \ln(x), \ln\left(\frac{i_k}{n+g+\delta}\right), \ln(\text{agri}), \ln(\text{dens}) \]

F-tests in IV specifications (model 3 and 5) always indicate that instruments are jointly significant in the first stage (see Table 2). Moreover, overidenfication tests using the Sargan statistic cannot reject the null hypothesis of zero correlation of instruments with second-stage residuals at the 5% level.
economic agglomeration. Moreover, some specifications have allowed identifying the
effect of spatial dependence, confirming the prediction of recently developed spatial
growth models (Ertur and Koch, 2006).

This section reports the results of ergodic distributions computed after having
removed the effect of growth determinants. In practice, we have firstly re-estimated Eq.
2-5 without the smooth term \( s(\ln x) \) and the intercept in order to compute the
prediction \( \hat{\gamma} \) and, thus, estimate conditional densities as in (5). Then, we have estimated
‘conditioned’ ergodic distributions using the transition matrices extracted from each
conditional density estimation and compared them with the ‘unconditioned’ ergodic
distribution (Figure 8).

Figure 8

Figure 8A reports the ergodic distribution computed after having removed the
smooth effect of capital accumulation from the actual productivity growth rate, while
Figure 8C displays the ergodic distribution conditioned also to sectoral specialization
and economic agglomeration. The two graphs suggest that all these factors only
partially explain the long-run distribution of regional labor productivity: the shape of
the ergodic distribution remains bimodal, even if the two peaks are less pronounced
than the ones displayed in Figure 1.18

A clear transformation of the ergodic distribution appears only after having filtered
out the effect of spatial dependence (Figures 8B and 8D): most of the initially low-
productive regions make a transition out of the low-productivity trap and converge to

\[ \text{Bimodality has also been formally tested using the bootstrap procedure suggested by Efron and}
\text{Tibshirani (1993). The p-values of this test are equal to 0.000 for both the conditioned ergodic}
\text{distributions displayed in Figures 7A and 7C, indicating the rejection of the unimodality hypothesis.} \]
the neighborhood of the higher attractor. However, residual bumps still characterize the long-run distribution, suggesting that a small fraction of sample regions still remain in a vicious cycle of “low-productivity trap”.

Now, one can wonder whether this result is robust to different choices of the spatial weights matrix and whether the model specification should include some other relevant variables in order to remove residual bumps. An answer to the first question is given by the results of an analysis based on the choice of a spatial weights matrix with a cut-off distance equal to 424 kms (Figure 8E). In this case the ergodic distribution is unimodal, clustered around the single high level attractor although residuals bumps are still evident, confirming that a few regions are caught in a low-productivity trap. So, we can conclude that our results are robust to the choice of the spatial weights matrix. Further effort could be devoted toward finding the factors that remove the evidence of residual bumps. A possibility is to include country factors. Indeed, there is a considerable amount of empirical findings on the role of national factors for the development of regions in the EU (for example, Armstrong, 1995; Rodríguez-Pose, 1999). These studies report evidence of convergence among countries and divergence between regions within countries. Thus, we have estimated again model 5 after using deviations from the country mean. The results, however, are not helpful for our purpose, since the evidence of bimodality is magnified instead of disappearing. Other relevant variables, such as for example public infrastructural investments and human capital investments, are not available for the sample period considered.

19 The hypothesis of unimodality can now be rejected using the bootstrap procedure: the p-value is equal to 0.12 in both cases.
A further possible robustness check can be carried out by isolating the effect of spatial dependence, that is by estimating model 5 under the restrictive assumption of global linearity in the effect of all growth determinants. In this case the implied ergodic distribution is again strongly bimodal.

5. Discussion and Conclusions

In this paper we have used a continuous state-space approach to analyze the distribution dynamics of regional labor productivity in Western Europe over the period 1980-2003. The evidence on the shape of the ergodic distribution suggests the existence of multiple equilibria in regional growth behavior in Europe with the formation of two clubs of convergence, which have also a clear spatial pattern: high productivity regions, mainly located in the core of Europe, tend to converge towards high productivity levels, while most of the peripheral regions seem to be caught in a vicious cycle of “low-productivity trap”.

We have tried to investigate some potential determinants of the low-productivity trap. If the ergodic distribution was determined only by nonlinearities in the effect of net capital accumulation rate (thresholds effects) as suggested by Azariadis and Drazen (1990), we should observe a vanishing of bimodality after having removed the effect of these nonlinear effects. However, the results of our analysis does not corroborate this hypothesis. Using a two-step approach, we have shown that the ergodic distribution still appears bimodal after having filtered out the (nonlinear) effect of net capital accumulation rates, even if the two peaks are less pronounced than in the unconditioned case.

Our findings also suggest that sectoral specialization and economic agglomeration do not fully accomplish to remove the evidence of bimodality, even if these factors have
a significant impact on the ‘average’ growth rate. In contrast, removing also the effect of spatial dependence, a large fraction of regions make a transition out of the low-productivity trap, while only a few economies still remain in the neighborhood of the lower attractor. Thus, we conclude that spatial dependence is primarily responsible for the bimodality in the long-run distribution of labor productivity.

The results of our analysis may contribute to the wide debate on poverty traps (or low-productivity traps) recently reviewed, for example, by Azariadis and Stachurski (2005) and by Bowles, Durlauf and Hoff (2004). This literature has identified three broad kinds of explanations for the poverty traps. First, there may be critical thresholds in physical or human capital that must be reached before the forces of traditional competitive theory take hold (Azariadis and Drazen, 1990). Neighborhood effects are a second category of explanation for the persistence of poverty (Sampson and Morenoff, 2004). Third, bad institutions, such as those that make property rights insecure, may entrap entire economies in poverty or low-productivity levels. In the present paper, we have focused on the first two hypotheses. The empirical findings suggest that neither threshold effects in physical capital accumulation nor spatial dependence can be considered as unique responsible for the existence of convergence clubs in the case of European regions. Rather, it is the joint effect of spatial dependence and nonlinearities in growth behavior that play a key role in determining multiple equilibria and reinforcing polarization of labor productivity.
Appendix 1: Local linear conditional density estimators

The most common estimator of the conditional density widely used in the literature of \textit{IDD} is the kernel estimator. Recently, Hyndman \textit{et al.} (1996) have explored its properties. They define:

$$
\hat{f}_x(y \mid x) = \frac{1}{b} \sum_{i=1}^n w_i(x) K \left( \frac{y - y_i}{b} \right)
$$

where

$$
w_i(x) = K \left( \frac{x - x_i}{a} \right) / \sum_{j=1}^n K \left( \frac{x - x_j}{a} \right)
$$

Thus, the conditional density estimator can be interpreted as the Nadaraya-Watson kernel regression of \( K \left( \frac{y - y_i}{b} \right) \) on \( X_i \). As it is well known, the Nadaraya-Watson estimator can have a large bias both on the boundaries of the predictor space, due to the asymmetry of the kernel neighbourhood, and in its interior, if the true function has substantial curvature or if the design points are very irregularly spaced.

Given the undesirable bias properties of the kernel smoother, Hyndman and Yao (2002) have proposed a local likelihood conditional density estimator, which is a conditional version of Loader’s (1996) density estimator. Let

$$
R(\beta_0, \beta_1; x, y) = \sum_{i=1}^n \left\{ K \left( \frac{y - y_i}{b} \right) - \exp(\beta_0 - \beta_1 (x_i - x) \right\}^2 \left( \frac{x - x_i}{a} \right)
$$

where \( \hat{\beta} = (\hat{\beta}_0, \hat{\beta}_1) \) is that value of \( \beta \) which minimizes \( R(\beta_0, \beta_1; x, y) \). The local linear density estimator at a focal point \( x \) is then defined as \( \hat{f}(y \mid x) = \hat{\beta}_0 \). This estimator has a smaller bias than the Nadaraya-Watson estimator. All conditional densities in the
The present paper have been estimated using Hyndman and Yao (2002). Optimal bandwidths, $a$ and $b$, have been selected using the method developed by Bashtannyk and Hyndman (2001) based on GCV.

**Appendix 2: Additive models with integrated model selection**

Additive models (AM) provide a framework for nonparametric and semiparametric modeling. In general the model has a structure something like:

$$y_i = X_i^T\theta + s_1(x_{i1}) + s_2(x_{i2}) + s_3(x_{i3}, x_{i4}) + \ldots + \epsilon_i, \quad \epsilon_i \sim i.i.d. N\left(0, \sigma^2\right)$$  \hspace{1cm} (A1)

where $y_i$ is an univariate response continuous variable, $X_i^T$ is a vector of strictly parametric components, $\theta$ is the corresponding parameter vector and $s_j(\cdot)$ are smooth functions of the covariates, $x_j$. The estimated function $\hat{s}(\cdot)$ can reveal possible nonlinearities in the effect of $x_j$.

The most popular approach for estimating AM is the back-fitting algorithm proposed by Hastie and Tibshirani (1990). This approach, however, presents some shortcomings with respect to the issues of model selection and inference. Wood (2000, 2006) and Wood and Augustin (2002) have recently proposed a new method to estimate AM with spline based penalized regression smoothers which allows for automatic and integrated smoothing parameters selection via Generalized Cross Validation (GCV). Wood has implemented this approach in the R package *mgcv*.

In the case of a model containing one smooth function of one covariate ($y_i = s(x_i) + \epsilon_i$), the penalized regression spline arises as the solution to the following optimization problem:

$$\min \left\| X\beta - y \right\|^2 + \lambda \beta^T S \beta$$  \hspace{1cm} (A2)
w.r.t. $\beta$ (the parameter vector). $\|\|$ is the Euclidean norm and $S$ is a positive semi-definite matrix depending on the basis functions evaluated at $x$. Given $\lambda$ (a constant smoothing parameter), the solution to (A2) is:

$$\hat{\beta} = \left( X^T X + \lambda S \right)^{-1} X^T y$$

(A3)

A crucial issue in the use of smoothing splines is the selection of parameter $\lambda$, controlling the trade-off between fidelity to the data and smoothness of the fitted spline. GCV is the most common method used to choose the smoothing parameter:

$$GCV(\lambda) = \frac{n\|y - Ay\|^2}{\left[ n - \text{tr}(A) \right]^2}$$

(A4)

where $A$ is the hat matrix for the model being fitted: $X \left( X^T X + \sum \lambda S_i \right)^{-1} X^T$, and the term $\text{tr}(A)$ gives the estimated degrees of freedom of the model. The best $\lambda$ is the one that minimizes GCV.

When there are two or more smoothed terms (e.g. $y_i = s_1(x_{i1}) + s_2(x_{i2}) + \varepsilon_i$), the selection of the smoothing parameters becomes less straightforward. Consider first the back-fitting algorithm proposed by Hastie and Tibshirani (1990). It consists of estimating each term by iteratively smoothing partial residuals from the AM w.r.t. the covariate that the smooth relates to. Thus, given the bandwidth of the smoothers, the estimation of smooth terms becomes straightforward with back-fitting. However, “estimation of that bandwidth is hard to integrate into a back-fitting approach” and the choice of the degree of smoothness of each term in the model becomes arbitrary (Wood and Augustin, 2002, p. 2). To overcome this problem, Wood (2000) provides a methodology to choose automatically multiple smoothing parameters by GCV, as in the
single-penalty case. First, he suggests to write the model fitting problem with an extra “overall” smoothing parameter ($\rho$) controlling the trade-off between model fit and overall smoothness:

$$\min \|X\beta - y\|^2 + \rho \sum_{j=1}^{m} \lambda_j \beta_j^T S_j \beta \quad (A5)$$

w.r.t. $\beta$ subject to the linear constraint $C\beta = 0$, where $C$ is a matrix of known coefficients defining the constraints. The smoothing parameters, $\rho$ and $\lambda$, are estimated by minimizing the GCV score:

$$GCV(\rho, \lambda) = \frac{n \|y - A(\rho, \lambda)y\|^2}{\left[n - tr(A(\rho, \lambda))\right]^2} \quad (A6)$$

w.r.t. the relative smoothing parameters, $\lambda/\rho$. Problems (A4) and (A6) are solved iteratively:

1. given the current estimates of the relative smoothing parameters, estimate the overall smoothing parameter using single smoothing parameter methods;
2. given the overall smoothing parameter, update the logarithms of the relative smoothing parameters simultaneously using Newton’s method.

Therefore, with this method, the smoothing parameters for each smooth term in the model are chosen simultaneously and automatically as part of model fitting by minimizing the GCV score of the whole model.

So far, the approach for estimating an AM with the automatic model selection developed by Wood (2000) has been described for the simple case of one dimensional basis functions. Wood and Augustin (2002) and Wood (2003) have extended this approach to the cases of multi-dimensional bases, in particular to thin-plate regression splines and to tensor products. Specifically, Wood (2006) recommends to use thin-plate regression splines
for smooth interactions of quantities measured in the same units, while he suggests to use
tensor products for smooth interactions of quantities measured in different units, or when
very different degrees of smoothing are appropriate relative to different covariates.
# Table 1 – Results of additive models

<table>
<thead>
<tr>
<th>Model</th>
<th>Soothed terms</th>
<th>F test (p-values)</th>
<th>e.d.f.</th>
<th>Deviance</th>
<th>AIC</th>
<th>GCV x 1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 2</td>
<td>$s_1 \left( \ln x \right)$</td>
<td>20.6 (0.000)</td>
<td>3.2</td>
<td>59.8</td>
<td>-1,522</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>$s_2 \left( \ln \left[ \frac{i_k}{n + g + \delta} \right] \right)$</td>
<td>2.6 (0.009)</td>
<td>3.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 3</td>
<td>$s_3 \left( \ln x, W^r \ln x \right)$</td>
<td>4.3 (0.000)</td>
<td>10.3</td>
<td>68.1</td>
<td>-1,548</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>$s_4 \left( \ln \left[ \frac{i_k}{n + g + \delta} \right], W^r \ln \left[ \frac{i_k}{n + g + \delta} \right] \right)$</td>
<td>1.5 (0.043)</td>
<td>4.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$s_5 \left( W^r \gamma \right)$</td>
<td>10.8 (0.000)</td>
<td>1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 4</td>
<td>$s_6 \left( \ln x \right)$</td>
<td>164.5 (0.000)</td>
<td>1.0</td>
<td>68.2</td>
<td>-1,549</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>$s_7 \left( \ln \left[ \frac{i_k}{n + g + \delta} \right] \right)$</td>
<td>3.8 (0.000)</td>
<td>3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$s_8 \left( \ln \text{agri} \right)$</td>
<td>3.5 (0.000)</td>
<td>7.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$s_9 \left( \ln \text{dens} \right)$</td>
<td>2.7 (0.000)</td>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 5</td>
<td>$s_{10} \left( \ln x, W^r \ln x \right)$</td>
<td>4.5 (0.000)</td>
<td>14.7</td>
<td>83.3</td>
<td>-1,606</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>$s_{11} \left( \ln \left[ \frac{i_k}{n + g + \delta} \right], W^r \ln \left[ \frac{i_k}{n + g + \delta} \right] \right)$</td>
<td>1.8 (0.017)</td>
<td>10.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$s_{12} \left( \ln \text{agri}, W^r \ln \text{agri} \right)$</td>
<td>4.5 (0.012)</td>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$s_{13} \left( \ln \text{dens}, W^r \ln \text{dens} \right)$</td>
<td>3.1 (0.000)</td>
<td>20.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$s_{14} \left( W^r \gamma \right)$</td>
<td>9.5 (0.000)</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**

- **Model 1**: Linear Solow model; **Model 2**: Nonlinear Solow model; **Model 3**: Spatial nonlinear Solow model; **Model 4**: Nonlinear Solow model augmented with sectoral specialization and employment density; **Model 5**: Full model.
- **Coefficients** refer to parametric terms.
- **F tests** are used to investigate the overall (‘approximate’) significance of smooth terms.
- **E.d.f.** (effective degrees of freedom) reflect the flexibility of the model. An e.d.f. equals to 1 suggests that the smooth term can be approximated by a linear term.
- **Deviance** is the proportion of deviance explained.
- **AIC** is the (‘approximate’) Akaike Information Criterion.
- The **GCV score** (x 1000) provides a criterion for choosing the model specification among several different possible alternatives. Thus, the decision to remove or maintain a term is based on comparison of GCV scores and the model which minimizes the GCV is preferred.
### Table 2 - Diagnostics

<table>
<thead>
<tr>
<th>Normality</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3 (IV)</th>
<th>Model 4</th>
<th>Model 5 (IV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JB (p-values)</td>
<td>33.719 (0.000)</td>
<td>41.408 (0.000)</td>
<td>22.299 (0.000)</td>
<td>11.000 (0.004)</td>
<td>0.063 (0.968)</td>
</tr>
<tr>
<td>Spatial depend.</td>
<td>424 km: 0.000</td>
<td>924 km: 0.000</td>
<td>424 km: 0.253</td>
<td>924 km: 0.481</td>
<td>424 km: 0.000</td>
</tr>
<tr>
<td>Constant variance</td>
<td>F test (p-values)</td>
<td>0.725 (0.365)</td>
<td>2.161 (0.026)</td>
<td>1.569 (0.137)</td>
<td>1.467 (0.163)</td>
</tr>
<tr>
<td>F-test on instruments</td>
<td>F test (p-values)</td>
<td>4.972 (0.000)</td>
<td>27.1 (0.076)</td>
<td>42.0 (0.225)</td>
<td></td>
</tr>
<tr>
<td>Sargan test</td>
<td>Chi-square (p-values)</td>
<td>42.0 (0.000)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
- **Model 1:** Linear Solow model; **Model 2:** Nonlinear Solow model; **Model 3:** Spatial nonlinear Solow model; **Model 4:** Nonlinear Solow model augmented with sectoral specialization and employment density; **Model 5** Full model.
- The *normality test* is based on Jarque-Bera (JB) statistics.
- The tests of *spatial dependence* (using two different distance neighbors weights matrices) are based on a Monte Carlo Simulation of Moran’s I.
- The *test of constant variance* of the residuals is based on the estimation of the simple model $|\hat{e}| = \alpha + s(\hat{y}) + \varepsilon$, where $|\hat{e}|$ is the absolute value of the residuals of the model and $\hat{y}$ is the vector of fitted values. Under the null hypothesis of constant variance, the smooth term $s(\hat{y})$ must be estimated with one degree of freedom and, according to a F test, should not have a significant effect on $|\hat{e}|$.
- The *F-tests on instruments* reports the significance tests for the instruments in the first stage.
- The *Sargan test* is a test of the joint null hypothesis that the excluded instruments are valid instruments, that is a test of the null hypothesis of zero correlation of instruments with second stage residuals (overidentifying restriction) (see Sargan, 1958). The Sargan statistics is easily computed as $u' H u / (u' u / N)$, where $u$ are the residuals from the IV estimation, $H$ is the “projection matrix” $Z (Z' Z)^{-1} Z'$, with $Z$ the full set of instruments and $N$ is the number of observations.
Figure 1 – Univariate density and ergodic distribution

Local likelihood density estimation with variable bandwidth (Loader, 1996)
Figure 2 – Choropleth maps of the distribution of labour productivity in 1980 and 2003

Note: regional productivity levels have been classified using 100 break-points. The intensity of the grey color varies with the variable of interest.
Figure 3 – Global G statistics

Year=1980

Year=2003
Figure 4 – Maps of G* indices
Figure 5 - Intra-Distribution Dynamics

Stacked density plot and HDR plot of conditional density based on the local parametric estimator with variable bandwidth (Hyndman and Yao, 2002)

A) Stacked density plot
B) HDR plot
Figure 6 – The two clubs of convergence
Figure 7 – Growth determinants (model 5)

A) Initial conditions

B) Physical capital accumulation

C) Agriculture

D) Employment density

E) Spatial externalities
Figure 8 – Ergodic distribution conditioning on growth determinants

A) Conditioned on model 2  

B) Conditioned on model 3 (cutoff: 924 km)

C) Conditioned on model 4  

D) Conditioned on model 5 (cutoff: 924 km)

E) Conditioned on model 5 (cutoff: 424 km)
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